FACTOR ANALYSIS

Factor analysis is a method of data reduction. It does this by seeking underlying unobservable
(latent) variables that are reflected in the observed variables (manifest variables). There are
many different methods that can be used to conduct a factor analysis (such as principal axis
factor, maximum likelihood, generalized least squares, unweighted least squares), There are also
many different types of rotations that can be done after the initial extraction of factors, including
orthogonal rotations, such as varimax and equimax, which impose the restriction that the factors
cannot be correlated, and oblique rotations, such as promax, which allow the factors to be
correlated with one another.

Factor analysis is a technique that requires a large sample size. Factor analysis is based on the
correlation matrix of the variables involved, and correlations usually need a large sample size
before they stabilize. Tabachnick and Fidell (2001, page 588) cite Comrey and Lee's (1992)
advise regarding sample size: 50 cases is very poor, 100 is poor, 200 is fair, 300 is good, 500 is
very good, and 1000 or more is excellent. As a rule of thumb, a bare minimum of 10
observations per variable is necessary to avoid computational difficulties.

FACTOR ANALYSIS ON SPSS

Analyze =» Data Reduction =» Factor =» Descriptive = Initial Solution (under
Statistics), Coefficient, Determinant, KMO & Bartlett Test (Correlation Matrix)
=» Continue =» Extraction = Principal Axis factoring from methods = Unclick
unrotated factor solution (under display) =» Check number of factors =»
Continue =» Rotation =» Varimax ( make sure rotation solution is checked )=»
Continue =» Options =» Sorted by size =» Suppress absolute values = OK
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Table 2

Tests of assumptions.

[Kaiser-Meyer-Olkin Measure of Sampiing
Adequacy.

Bartlatt's Test of Approx, Chi-Square
Sphericity df
Sig.
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Table 3

|

Should be greater than .70 indicating
sufficient items for each factor.

Should be significant (less than .03),
indicating that the correlation matrix is
significantly different from an identity
matrix, in which correlations between
variables are all zero.

W
m1 motivation B60
item02 pleasure 542
item03 competence 508
itemO4 low motiv 582
ftem05 low comp 772
itemDE low pleas .ag2
temOQ7 motivation BO7
itemD8 low motiv 533
itemD8 competence 412
item10 low pleas 372
itern11 low comp S01
item12 motivation 488
item13 motivation 452
item 14 pleasura ATD

These communalities represent the relation
between the variable and all other variables
(i.e., the squared multiple correlation
between the item and all other items).

Extraction Method: Principal Axis Factoring.




Table 4

Eigenvalues refer to the variance explained or

accounied for.
Percent of variance for cach
Total Varianece Explainad- component before and after rotation,
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Extraction Mathod: Princlpal Axds Factaring,
Half of the variance 1% accounted for
by the first three factors,
Factor Matrix®
A3 factors axdracted. 12 lerations required.
Table 5
Rotated Factor Matrix®d
Fachar
2 3
[ ernds low comp
item3 compatenca

itemd maotivalion
itermt1 low comp
bermi 1 2 mothvatban
Ibernl3 otvation

The items claster into thess
three gronps defined by high
loadings.

itam 08 low motiv
itemOd [ow meotiv

itemO¥ motivation A2
itam3 competence

item 14 plaasure

temA10 low pheas

itam02 plaEsura Kl

ttamoG low pheas

Exraction Matved: Principal Axis Factaring.

Rotation Method: Vadmax with Kalsar Mormalization,
8. Ratation convenged in 5 derations,




Table 6

Factor Transformation Matrie—————

We will ignore this; it was used

Factor 1 2 3 io convert the Initial factor matrix
1 T4T 552 -370 into the rotated factor matrix.

2 - 62 B8 T4

3 545 - 486 606

Exfraction Method: Principal Axis Facianing.
Rotation Method: Varimax with Kaiser Marrnalization.

INTERPRETATION OF OUTPUT

The first table in Output is a correlation matrix showing how each of the 14 items is associated
with each of the other 13. Note that some of the correlations are high (e.g., + or - .60 or greater)
and some are low (i.e., near zero). The high correlations indicate that two items are associated
and will probably be grouped together by the factor analysis.

Next, several assumptions are tested. The determinant (located under the correlation matrix)
should be more than .00001. Here, it is .001 so this assumption is met. If the determinant is zero,
then a factor analytic solution can not be obtained, because this would require dividing by zero.
This would mean that at least one of the items can be understood as a linear combination of some
set of the other items. The Kaiser-Meyer-Olkin (KMO) measure should be greater than .70, and
is inadequate if less than .50. The KMO test tells one whether or not enough items are predicted
by each factor. The Bartlett test should be significant (i.e., a significance value of less than .05);
this means that the variables are correlated highly enough to provide a reasonable basis for factor
analysis.

The Total Variance Explained table shows how the variance is divided among the 14 possible
factors. Note that four factors have eigenvalues (a measure of explained variance) greater than
1.0, which is a common criterion for a factor to be useful. When the eigenvalue is less than 1.0,
this means that the factor explains less information than a single item would have explained.
Most researchers would not consider the information gained from such a factor to be sufficient to
justify keeping that factor. Thus, if you had not specified otherwise, the computer would have
looked for the best four-factor solution by "rotating™ four factors. Because we specified that we
wanted only three factors rotated, only three will be rotated.

For this we will use an orthogonal rotation (varimax). This means that the final factors will be as
uncorrelated as possible with each other. As a result, we can assume that the information
explained by one factor is independent of the information in the other factors. We rotate the
factors so that they are easier to interpret. Rotation makes it so that, as much as possible,
different items are explained or predicted by different underlying factors, and each factor
explains more than one item.



This is a condition called simple structure. Although this is the goal of rotation, in reality, this is
not always achieved. One thing to look for in the Rotated Matrix of factor loadings is the extent
to which simple structure is achieved.

The Rotated Factor Matrix table, which contains these loadings, is key for understanding the
results of the analysis. Note that the computer has sorted the 14 math attitude questions (item 01
to item 14) into three overlapping groups of items, each which has a loading of |.30| or higher
(-30] means the absolute value, or value without considering the sign, is greater than .30).
Actually, every item has some loading from every factor, but there are blanks in the matrix
where weights were less than |.30|. Within each factor (to the extent possible), the items are
sorted from the one with the highest factor weight or loading for that factor (i.e., item 05 for
factor 1, with a loading of-.897) to the one with the lowest loading on that first factor (item 07).
Loadings resulting from an orthogonal rotation are correlation coefficients of each item with the
factor, so they range from -1.0 through 0 to + 1.0. A negative loading just means that the
question needs to be interpreted in the opposite direction from the way it is written for that factor
(e.g., item 05 "I am a little slow catching on to new topics in math" has a negative loading from
the competence factor, which indicates that the people scoring higher on this item are lower in
competence).

Usually, factor loadings lower than |.30| are considered low, which is why we suppressed
loadings less than |.30]. On the other hand, loadings of |.40| or greater are typically considered
high. This is just a guideline, however, and one could set the criterion for "high" loadings as low
as .30 or as high as .50. Setting the criterion lower than .30 or higher than .50 would be very
unusual.

The investigator should examine the content of the items that have high loadings from each
factor to see if they fit together conceptually and can be named. Items 5, 3, and 11 were intended
to reflect a perception of competence at math, so the fact that they all have strong loadings from
the same factor provides some support for their being conceptualized as pertaining to the same
construct. On the other hand, item 01 was intended to measure motivation for doing math, but it
is highly related to this same competence factor. In retrospect, one can see why this item could
also be interpreted as competence. The item reads, "I practice math skills until I can do them
well." Unless one felt one could do math problems well, this would not be true. Likewise, item
02," | feel happy after solving a hard problem," although intended to measure pleasure at doing
math (and having its strongest loading there), might also reflect competence at doing math, in
that again one could not endorse this item unless one had solved hard problems, which one could
only do if one were good at math. On the other hand, item09, which was originally
conceptualized as a competence item, had no really strong loadings. Item 77, as mentioned
earlier, had a high loading for the first factor, as expected. However, it also had a moderate
loading for



Factor 3, which seems to be a (low) pleasure factor. This item reads, "I have some difficulties
doing math as well as other kids my age.” Can you think of why this might be related to low
pleasure?

Every item has a weight or loading from every factor, but in a "clean"” factor analysis almost all
of the loadings that are not in the circles that we have drawn on the Rotated Factor Matrix will be
low (blank or less than |.40]|). The fact that both Factors 1 and 3 load highly on item 02 and fairly
highly on item 77, and the fact that Factors 1 and 2 both load highly on item 07 is common but
undesirable, in that one wants only one factor to predict each item.



